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In recent years Deep Neural Networks (DNNs) have found great success across various domains such
as computer vision, speech recognition and machine translation [7, 5, 1]. However, best-performing
models are often compute and memory hungry and deploying them to mobile devices where there are
stringent requirements in terms of available compute power, memory footprint, latency and energy con-
sumption is challenging. Emergence of computing infrastructures such as cloudlet and edge computing
promises new opportunities for on-demand customised fine-tuning of deep models before deployment
to mobile devices. In this study we investigate how this limited compute capacity can influence the
way we design and derive models that can be quickly adopted for mobile deployment with predictable
consequences.

We show how distillation techniques [6] that are often used to shrink the size of model can instead
be used to derive a mobile-friendly variants of the same architecture. Examples of such solutions
are networks with quantised parameters and activations; binary networks, ternary networks and their
sparse variants are examples of quantised architectures with suitable properties for mobile platforms.
Initial attempts [4] to derive these networks through post-training steps suffered from significant loss
of accuracy but it has been shown [2, 3, 8] that much better performance can be achieved by training
binary networks end-to-end. The optimisation process however is biased, noisy and very slow. In this
work we show how one can apply knowledge distillation techniques where a full-precision network acts
as the teacher to derive a binary/ternary network as the student network in small number of steps.
For CIFAR-10, our approach reaches 87% accuracy in just 4 epochs compared to 80% accuracy in the
30 epochs when trained with conventional methods.
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