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1. INTRODUCTION
Respiratory diseases are a leading cause of morbidity

and mortality worldwide. Early diagnosis and screening
are crucial for effective treatment and improved patient
outcomes. Recently, there has been growing interest
in leveraging respiratory sounds, such as breathing and
coughing, as non-invasive sources of diagnostic infor-
mation [1]. They can be easily collected from mobile
devices and provide valuable insights into the physio-
logical state of the respiratory system.

Deep learning models have emerged as powerful tools
for modelling respiratory sounds. However, their effec-
tiveness is often hindered by the limited availability of
labeled data for respiratory condition classification. Re-
cent advances in generative AI demonstrate the poten-
tial for large-scale pre-training to enhance performance
across various tasks [2], but there is currently a lack of
open pre-trained models specifically tailored to respi-
ratory audio data. Existing models, typically trained
on large image datasets or general-purpose audio data,
may lack the necessary domain-specific knowledge to
capture the subtle nuances of respiratory sounds.

By providing a pre-trained model tailored specifically
to respiratory sounds, we aim to address the challenge of
data scarcity in downstream tasks and offer a valuable
resource for the field of respiratory disease diagnosis and
screening. Such a model has the potential to empower
researchers and developers to build more robust and
accurate models for early disease detection.

2. METHOD
The development of a generalizable pre-trained model

for respiratory audio-based health monitoring involves
several key aspects: leveraging heterogeneous open datasets
for pre-training, exploring various pretraining methods,
and formulating downstream tasks for evaluation.

Open datasets. A number of open datasets with respi-
ratory audio are currently available, many of which are
collected from mobile devices. We believe training with
open datasets improves transparency and reproducibil-
ity. Moreover, training on multiple datasets makes the
model more robust to data heterogeneity and more gen-
eralizable for diverse downstream tasks.

Pretraining methods. Several design choices must

be considered in modeling audio data for pre-training.
These choices include selecting the datasets, defining
the training goal (e.g., contrastive and generative ob-
jectives), determining the model architecture and size,
among others. We aim to explore and benchmark the
effects of these design, providing insights for selecting
suitable pre-trained models for downstream tasks.

Downstream tasks. We formulate a range of down-
stream tasks to demonstrate the generalizability of our
pre-trained model and provide a benchmark for future
research in this area. These tasks include symptom
prediction, disease prediction, disease severity classifi-
cation, and smoker detection.

3. PRELIMINARY WORK & DISCUSSION
In this work, we plan on release an open-source pre-

trained deep learning model specifically designed for res-
piratory sound analysis. Firstly, we curate and prepro-
cess several unlabeled open datasets containing respira-
tory sounds sourced from the literature. These datasets
encompass a diverse range of respiratory conditions and
capture the variability inherent in real-world mobile health
settings. Through self-supervised learning, our model
autonomously learns meaningful representations from
this rich data corpus, equipping it with a comprehensive
understanding of respiratory sound patterns. We then
evaluate the performance on various downstream res-
piratory condition classification tasks. Preliminary re-
sults demonstrate our model’s potential in outperform-
ing existing off-the-shelf pre-trained models and feature
extraction techniques. We believe our work will become
a valuable resource to alleviate data scarcity constraints
for audio-based mobile respiratory health monitoring.
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