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The ubiquitous proliferation of low-cost mobile and wearable devices has spawned growing research in ex-
tracting contextual information from sensor data, particularly for Human Activity Recognition (HAR) owing to
its applications in fall detection, fitness tracking, health monitoring, etc. Contemporary Deep Learning models
are engineered to alleviate the difficulties posed by conventional Machine Learning algorithms which require
extensive domain knowledge to obtain heuristic hand-crafted features that have questionable generalizability.
The pervasive deployment of such models necessitates us to primarily perform inference, and also progress to-
wards minimalistic training on the edge with continuous incoming stream/flow of data from different users. In
an on-device Incremental Learning [2] setting, to facilitate continuous updation of incoming streams of unseen
test user data in real-world (User Adaptability), a small portion of data is included to update the weights of a
pre-trained stocked deep learning model, thereby eliminating the need to retrain the model from scratch.

However, acquiring labeled data in real-time has always been a major challenge, particularly in HAR
wherein, conventional systems assume that the incoming activities performed by users are already labeled,
thereby necessitating ground truthing techniques like Active Learning (AL). Traditional AL algorithms mostly
utilize low-dimensional data, but do not generalize to deep neural networks as the data is inherently high-
dimensional. In this study, we propose ActiveHARNet: a unified Deep Bayesian Active Learning framework for
HAR [1] which supports high-dimensional data, by combining recent advancements in Bayesian deep learning
(Bayesian Neural Networks) with AL. This solves the need for labeled data by querying only a handful of
data points from the oracle, and also mitigates the problem of representing uncertainties in deep learning
without sacrificing either computational complexity or test accuracy. ActiveHARNet builds upon the state-
of-the-art HARNet [2] architecture for heterogeneous HAR tasks by taking into account the efficiency, model
size and inference times, with extremely less parameters (∼31,000 parameters) compared to contemporary deep
models. The stochastic regularization technique - Dropout, which is considered as an approximate Bayesian
inference for deep Gaussian processes (priors) [3] is utilized, to sample from the approximate posterior for
multiple stochastic forward passes at both train and test times, to arrive at the most uncertain data points
from incoming pool samples. We experiment with multiple AL acquisition functions like BALD (Bayesian
Active Learning by Disagreement), Max Entropy, Variation Ratios & Random Sampling across 2 different
publicly available wearable- based HAR & Fall Detection datasets [4][5]. Preliminary results show considerable
increase in accuracies and f1-scores on a Leave-One-User-Out (LOOCV) Incremental Learning setting, with
∼60% reduction in acquired pool points on both datasets using the ActiveHARNet architecture [1].

Data Programming, being an automated data-labeling paradigm, enables us to provide certain initial heuris-
tics called Labeling Functions (LFs) to automate the process of ground truthing [6]. The users can program-
matically create labels using weak supervision strategies or crowd-sourced labels, which naturally tend to be
noisy and conflicting. The entire labeling process using LFs is then fed into a Generative model, and fur-
ther fine-tuned using a noise-aware Discriminative model. In our future work, we aim to leverage such data
programming techniques to establish ground truths for unknown incoming test data by finding minimalistic
patterns that govern LFs, and also extracting dependencies between different classes, thereby facilitating label
generation on-the-fly. This effectively reduces any oracle involvement during real-time and enables non-experts
to easily automate ground-truthing. Data Programming can also be used to label training data from scratch
when scarce or no labeled data is available.
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